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Abstract

This Afterword to Eyal Benvenisti’s EJIL Foreword, ‘Upholding Democracy amid the Challenges of New Technology: What Role for the Law of Global Governance?’ focuses on two sets of issues that Benvenisti analysed. These issues are the multi-fold dimensions of global administrative law and the role of the law of global governance before new technologies, with particular reference to fake news and disinformation, which is probably one of the most harmful contemporary threats against democracy in our time.

It’s not enough to just connect people. We have to make sure that those connections are positive. It’s not enough to just give people a voice. We need to make sure that people aren’t using it to harm other people or to spread misinformation. And it’s not enough to just give people control over their information. We need to make sure that the developers they share it with protect their information, too. ...

[T]he most important thing that I care about right now is making sure that no one interferes in the various 2018 elections around the world.

We have an extremely important U.S. midterm. We have major elections in India, Brazil, Mexico, Pakistan, Hungary coming up. And we’re going to take a – a number of measures, from building and deploying new A.I. tools that take down fake news, to growing our security team to more than 20,000 people, to making it so that we verify every advertiser who’s doing political and issue ads, to make sure that that kind of interference that the Russians were able to do in 2016 is going to be much harder for anyone to pull off in the future.

– Mark Zuckerberg1
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Law and Democracy before the Internet Society

On 10 April 2018, Facebook chief executive Mark Zuckerberg was heard before the US Senate’s Commerce and Judiciary committees reporting on Facebook, social media privacy and the use and abuse of data in connection with the Cambridge Analytica scandal and the Russian actions of disinformation perpetrated during the 2016 US presidential elections. The over 400 pages of questions and answers between the senators and one of the richest and most powerful men in the world cover several topics: Internet regulations, data privacy, foreign interference, fake news, freedom of speech and censorship, artificial intelligence, machine learning and algorithms, to name but a few. These are the same kind of problems examined, amongst others, by Eyal Benvenisti in his rich and sophisticated EJIL Foreword entitled ‘Upholding Democracy amid the Challenges of New Technology: What Role for the Law of Global Governance?’, which was published before the Cambridge Analytica episode came to the fore.

Benvenisti offers a very effective reconstruction of the evolution of international organizations and their law; he brings the readers into a fascinating journey from the post-World War II dream of cooperation during the 1960s to the accountability concerns and their possible solutions during the 1990s and the 2000s, until the most recent challenges coming from new technologies, such as big data, fake news and data privacy. Benvenisti’s thesis can be easily endorsed, not least because it is supported by strong empirical arguments and solid literature. In this reaction, I would focus on two sets of issues that the Foreword analysed, and I will try to further illustrate their complexity. These issues are the multi-fold dimensions of global administrative law (GAL) and the role of the law of global governance before new technologies, with particular reference to fake news and disinformation, which is probably one of the most harmful contemporary threats against democracy in our time.²

GAL and Its Multi-Facets

GAL, Benvenisti observes, developed in order to improve the degree of accountability of international organizations – namely, through the adoption of administrative law type mechanisms, such as, for instance, participation, duty to give reasons and review.³ This conception of GAL and its instruments is eminently normative and requires some clarifications. First, the diffusion of public and administrative law mechanisms at international level is a phenomenon already known before the 1990s. In 1949,


one of leading public law scholars of the 19th and 20th centuries, Vittorio Emanuele Orlando, wrote on the crisis of international law and on its need to productively look to notions and tools developed by public law, as the former appeared to be minus quam perfectum than the latter, exactly as public law appeared to be less perfect than the more ancient private law. Indeed, although the ‘name’ GAL, as such, appeared only in the 21st century, phenomena of administrative law occurring at the international level dates back to the late 19th century. The concept of GAL ‘begins from the twin ideas that much global governance can be understood as administration, and that such administration is often organized and shaped by principles of an administrative law character’. This implies that GAL has not only a normative dimension but also a realistic one stemming from the actual practice of international organizations.

Second, Benvenisti lists the different functions of procedure according to the (mainly US) administrative law tradition and applies it to the global governance context. Once national borders have been transcended, procedures can enhance legitimacy and democratic accountability, or they can serve as an instrument to control power. This may occur through participatory mechanisms because procedures are also instruments for representing and negotiating interests. However, procedures are, first of all, a device for governing complex organizations and their decision-making processes, and this is why global regulatory regimes and global institutions have been increasingly engaged in developing their procedural dimension. Examples of this growing number of procedures may be found in several sectors, such as finance, cultural heritage, sports, health and the environment, including the production of global
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8 Benvenisti, supra note 3, at 33ff.
indicators. Furthermore, as Benvenisti recognizes, participation in decision-making processes is not always the right answer; public actors, for instance, may involve private interests and stakeholders to strengthen their powers or because they have been ‘captured’ by stronger private powers and sometimes ‘maximizing transparency and participation for the interested minimizes transparency and participation for the disinterested’.

Third, GAL procedural mechanisms – such as notice and comment, request of advice and involvement of consultative bodies or committees – are not the only instruments capable of ensuring accountability and legitimacy. This latter mechanism also relies on other factors, like the key role played by states within international organizations and their organs – for example, the involvement of governments (as usually happens), domestic administrations (as in the case of transnational networks) or even different levels of public authorities. Moreover, there are plenty of different mechanisms for accountability: supervisory, hierarchical, fiscal and legal, plus the so-called ‘horizontal’ accountability, based on ‘peer review’ mechanisms (although there may be alternative forms based on the market or reputation, albeit less frequently). Therefore, responses to the ‘accountability dilemma’ are diverse, to the extent that there may even be a risk to incur the phenomena of ‘over-accountability’.

In conclusion, GAL cannot be reduced to its normative procedural dimension. It can also shed light on institutional features, such as in the case of the hybrid public and private forms of governance or of private bodies exercising public functions at the global level. This latter perspective, which has been productively adopted in cases such as sports (for example, the World Anti-Doping Agency), the Internet (the Internet Corporation for Assigned Names and Numbers) or public health (e.g., the Global Fund), may be fruitful in the case of technology companies as well, especially when we consider information or the cyberspace as a whole as a global public good.

Zuckerberg’s famous statement – ‘in a lot a ways Facebook is more like a government...

---
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than a traditional company’ – might thus lead to some unexpected forms of global regulation; as a matter of fact, Facebook is already by itself introducing several measures aimed at increasing transparency and introducing internal appeal and review procedure against decisions.21

3 Combating Disinformation and Fake News

In the final part of the Foreword, Benvenisti examines one of the most challenging global contemporary problems that (legal) scholarship will have to address in the next decades – that is, how to regulate new technologies and to avoid the issue that their use and abuse might affect fundamental rights and the very functioning of democracy.22 In the above-mentioned hearing before the US Senate, Zuckerberg stated that ‘the real question, as the Internet becomes more important in people’s lives, is what is the right regulation, not whether there should be or not’, and he ensured total cooperation with the Congress in the law-making process, which would not have been feasible without his help, as senators confirmed with their reiterated request for his collaboration. On the other side, Twitter co-founder Jack Dorsey, in his opening statement at the hearing before the US Senate Select Committee on Intelligence on Foreign Influence Operations’ Use of Social Media Platforms, affirmed that ‘as a private company, there are threats that we cannot understand and address alone. We must continue to work together with our elected officials, government partners, industry peers, outside experts, and other stakeholders so that the American people and the global community can understand the full context in which these threats arise’.23

Benvenisti tames and frames several problems, such as cyberspace as a global common, the danger of decision-making processes driven by algorithms24 and the harm that fake news and disinformation can create for individuals and society as a whole.25 This latter issue probably represents the most serious challenge for contemporary democracies; in France, there are studies on the ‘datacratie’;26 in the United Kingdom,
Jeremy Corbyn has presented a manifesto for digital democracy.\textsuperscript{27} Michel Foucault underlined that the forms and ways in which truth is represented and communicated play a crucial role for any kind of government.\textsuperscript{28} The incredible development of social networks gave everyone the opportunity to say everything, and this gift has been inextricably used also for bad purposes, such as hate speech, disinformation and (foreign) interference with elections. And the capacity that these instruments have to influence public opinion ultimately affects the very essence of legislation, as Albert Dicey already pointed out at the beginning of the 20th century.\textsuperscript{29}

Facebook, Google and other tech companies are already trying to solve these problems and the issue of ‘disinformation’,\textsuperscript{30} especially during elections.\textsuperscript{31} Is that enough? On 28 August 2018, US President Donald Trump complained that ‘Google search results for “Trump News” shows only the viewing/reporting of Fake News Media’ and that ‘Google & others are suppressing voices of Conservatives and hiding information and news that is good. They are controlling what we can & cannot see. This is a very serious situation – will be addressed!’\textsuperscript{32} In addition to Trump’s protest against Google news algorithms,\textsuperscript{33} the European Union (EU) has attempted other solutions against fake news,\textsuperscript{34} such as the EU versus Disinfo initiative, which was essentially based on debunking through a disinformation review.\textsuperscript{35} The introduction of criminal sanctions appears less feasible for several reasons, not least the difficulty of identifying the actual guilt of the hypothetical crime and the very fake nature of the news; so the risk may be to find ourselves in the position of ‘fighting against shadows’ (‘\textsigma\kappa\alpha\mu\alpha\chi\epsilon\nu’).\textsuperscript{36}

\begin{footnotesize}
\begin{enumerate}
\item M. Foucault, \textit{On the Government of the Living: Lectures at the Collège de France} (2014), where he defines the concept of ‘alethurgy’ as ‘the manifestation of truth as the set of possible verbal or non-verbal procedures by which one brings to light what is laid down as true as opposed to false, hidden, inexpressible, unforeseeable, or forgotten’; therefore, ‘there is no exercise of power without something like an alethurgy’ (at 7); see also J. Nida-Rümelin, \textit{Demokratie und Wahreit} (2006).
\item D. Trump, Twitter, 28 August 2018, available at https://twitter.com/realdonaldtrump/status/1034456273306243076.
\item Alemanno, supra note 2.
\item ‘New and Analysis’, EU vs Disinfo, available at https://euvsdisinfo.eu.
\item Plato, \textit{Apology of Socrates}, 18d.
\end{enumerate}
\end{footnotesize}
What options do we have? In the long term, the solution should be investing resources in education, allowing children – and adults – to better understand the different levels and degrees of text reading and to overcome the immediate and often superficial input of a tweet. In the short term, we will need a mixed approach that puts together all possible kinds of actions, including debunking and establishing reliable sites for given public events, such as elections. States and tech companies should work together in order to create official platforms where fact checking and review of fake news can be realized. The sensitivity of the issue is rather evident, and the risks for freedom of speech or even censorship it evokes are around the corner. But should states leave Facebook or other private entities alone in combating fake news or in ensuring the integrity of electoral procedures?

Information, as Benvenisti underlines, plays an essential role in democracy. There are of course different kinds of information: one to one, one to many and many to many. It is mostly the first and the third ones that raise issues in terms of control, privacy and security, not to mention the problem of censorship. Moreover, if states do not have the (big) data, there will be difficulties in building proper forms of participation. The law of global governance can therefore offer fruitful tools, which, of course, should be endorsed by states. However, this is always difficult and, in this field, even more so; China, for instance, strictly controls the use of the Internet within its territory. Such tools can act not only at the regulatory or procedural levels but also at the institutional one – for example, this could consist in establishing a dedicated international body or in the recognition that global private companies that operate in a condition of de facto monopoly might be likened to global public administration and may require specific forms of control. The world priority, therefore, should be to prevent scenarios like those described by George Orwell, in 1984, with the Ingsoc party (English Socialist) claiming that ‘ignorance is strength’.


39 The dangers connected with such monopoly are highlighted by F. Foer, World without Mind (2017), who refers to Facebook, Google, Amazon and big tech companies as ‘the Monopolists of mind’ (at 8ff).

40 G. Orwell, 1984 (1949), at 70.